A key motivating factor for the simstudy package and much of this blog is that simulation can be super helpful in understanding how best to approach an unusual, or least unfamiliar, analytic problem. About six months ago, We the DREAM Initiative (Diabetes Research, Education, and Action for Minorities), a study that used a slightly innovative randomization scheme to ensure that two comparison groups were evenly balanced across important covariates. At the time, we hadn’t finalized the analytic plan. But, now that we have started actually randomizing and recruiting (yes, in that order, oddly enough), it is important that we do that, with the help of a little simulation.

**The study design**

The randomization is taking place at 20 primary care clinics, and patients within these clinics are matched based on important characteristics before randomization occurs. There is little or no risk that patients in the control arm will be “contaminated” or affected by the intervention that is taking place, which will minimize the effects of clustering. However, we may not want to ignore the clustering altogether.

**Possible analytic solutions**

Given that the primary outcome is binary, one reasonable procedure to assess whether or not the intervention is effective is McNemar’s test, which is typically used for paired dichotomous data. However, this approach has two limitations. First, McNemar’s test does not take into account the clustered nature of the data. Second, the test is just that, a test; it does not provide an estimate of effect size (and the associated confidence interval).

So, in addition to McNemar’s test, I considered four additional analytic approaches to assess the effect of the intervention: (1) Durkalski’s extension of McNemar’s test to account for clustering, (2) conditional logistic regression, which takes into account stratification and matching, (3) standard logistic regression with specific adjustment for the three matching variables, and (4) mixed effects logistic regression with matching covariate adjustment and a clinic-level random intercept. (In the mixed effects model, I assume the treatment effect does not vary by site, since I have also assumed that the intervention is delivered in a consistent manner across the sites. These may or may not be reasonable assumptions.)

While I was interested to see how the two tests (McNemar and the extension) performed, my primary goal was to see if any of the regression models was superior. In order to do this, I wanted to compare the methods in a scenario without any intervention effect, and in another scenario where there *was* an effect. I was interested in comparing bias, error rates, and variance estimates.

**Data generation**

The data generation process parallels, The treatment assignment is made in the context of the matching process, which I am not showing this time around. Note that in this initial example, the outcome y depends on the intervention rx (i.e. there *is* an intervention effect).

library(simstudy)

### defining the data

defc <- defData(varname = "ceffect", formula = 0, variance = 0.4,

dist = "normal", id = "cid")

defi <- defDataAdd(varname = "male", formula = .4, dist = "binary")

defi <- defDataAdd(defi, varname = "age", formula = 0, variance = 40)

defi <- defDataAdd(defi, varname = "bmi", formula = 0, variance = 5)

defr <- defDataAdd(varname = "y",

formula = "-1 + 0.08\*bmi - 0.3\*male - 0.08\*age + 0.45\*rx + ceffect",

dist = "binary", link = "logit")

### generating the data

set.seed(547317)

dc <- genData(20, defc)

di <- genCluster(dc, "cid", 60, "id")

di <- addColumns(defi, di)

### matching and randomization within cluster (cid)

library(parallel)

library(Matching)

RNGkind("L'Ecuyer-CMRG") # to set seed for parallel process

dd <- rbindlist(mclapply(1:nrow(dc),

function(x) dmatch(di[cid == x]),

mc.set.seed = TRUE

)

)

### generate outcome

dd <- addColumns(defr, dd)

setkey(dd, pair)

dd

## cid ceffect id male age bmi rx pair y

## 1: 1 1.168 11 1 4.35 0.6886 0 1.01 1

## 2: 1 1.168 53 1 3.85 0.2215 1 1.01 1

## 3: 1 1.168 51 0 6.01 -0.9321 0 1.02 0

## 4: 1 1.168 58 0 7.02 0.1407 1 1.02 1

## 5: 1 1.168 57 0 9.25 -1.3253 0 1.03 1

## ---

## 798: 9 -0.413 504 1 -8.72 -0.0767 1 9.17 0

## 799: 9 -0.413 525 0 1.66 3.5507 0 9.18 0

## 800: 9 -0.413 491 0 4.31 2.6968 1 9.18 0

## 801: 9 -0.413 499 0 7.36 0.6064 0 9.19 0

## 802: 9 -0.413 531 0 8.05 0.8068 1 9.19 0

Based on the outcomes of each individual, each pair can be assigned to a particular category that describes the outcomes. Either both fail, both succeed, or one fails and the other succeeds. These category counts can be represented in a \(2 \times 2\) contingency table. The counts are the number of pairs in each of the four possible pairwise outcomes. For example, there were 173 pairs where the outcome was determined to be unsuccessful for both intervention and control arms.

dpair <- dcast(dd, pair ~ rx, value.var = "y")

dpair[, control := factor(`0`, levels = c(0,1),

labels = c("no success", "success"))]

dpair[, rx := factor(`1`, levels = c(0, 1),

labels = c("no success", "success"))]

dpair[, table(control,rx)]

## rx

## control no success success

## no success 173 102

## success 69 57

Here is a figure that depicts the \(2 \times 2\) matrix, providing a visualization of how the treatment and control group outcomes compare. (The code is in the addendum in case anyone wants to see the lengths I took to make this simple graphic.)

![](data:image/png;base64,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)

**McNemar’s test**

McNemar’s test requires the data to be in table format, and the test really only takes into consideration the cells which represent disagreement between treatment arms. In terms of the matrix above, this would be the lower left and upper right quadrants.

ddc <- dcast(dd, pair ~ rx, value.var = "y")

dmat <- ddc[, .N, keyby = .(`0`,`1`)][, matrix(N, 2, 2, byrow = T)]

mcnemar.test(dmat)

##

## McNemar's Chi-squared test with continuity correction

##

## data: dmat

## McNemar's chi-squared = 6, df = 1, p-value = 0.01

Based on the p-value = 0.01, we would reject the null hypothesis that the intervention has no effect.

**Durkalski extension of McNemar’s test**

Durkalski’s test also requires the data to be in tabular form, though there essentially needs to be a table for each cluster. The clust.bin.pair function needs us to separate the table into vectors a, b, c, and d, where each element in each of the vectors is a count for a specific cluster. Vector a is collection of counts for the upper left hand quadrants, b is for the upper right hand quadrants, etc. We have 20 clusters, so each of the four vectors has length 20. Much of the work done in the code below is just getting the data in the right form for the function.

library(clust.bin.pair)

ddc <- dcast(dd, cid + pair ~ rx, value.var = "y")

ddc[, ypair := 2\*`0` + 1\*`1`]

dvec <- ddc[, .N, keyby=.(cid, ypair)]

allpossible <- data.table(expand.grid(1:20, 0:3))

setnames(allpossible, c("cid","ypair"))

setkey(dvec, cid, ypair)

setkey(allpossible, cid, ypair)

dvec <- dvec[allpossible]

dvec[[is.na](http://is.na)(N), N := 0]

a <- dvec[ypair == 0, N]

b <- dvec[ypair == 1, N]

c <- dvec[ypair == 2, N]

d <- dvec[ypair == 3, N]

clust.bin.pair(a, b, c, d, method = "durkalski")

##

## Durkalski's Chi-square test

##

## data: a, b, c, d

## chi-square = 5, df = 1, p-value = 0.03

Again, the p-value, though larger, leads us to reject the null.

**Conditional logistic regression**

Conditional logistic regression is conditional on the pair. Since the pair is similar with respect to the matching variables, no further adjustment (beyond specifying the strata) is necessary.

library(survival)

summary(clogit(y ~ rx + strata(pair), data = dd))$coef["rx",]

## coef exp(coef) se(coef) z Pr(>|z|)

## 0.3909 1.4783 0.1559 2.5076 0.0122

**Logistic regression with matching covariates adjustment**

Using logistic regression should in theory provide a reasonable estimate of the treatment effect, though given that there is clustering, I wouldn’t expect the standard error estimates to be correct. Although we are not specifically modeling the matching, by including covariates used in the matching, we are effectively estimating a model that is conditional on the pair.

summary(glm(y~rx + age + male + bmi, data = dd,

family = "binomial"))$coef["rx",]

## Estimate Std. Error z value Pr(>|z|)

## 0.3679 0.1515 2.4285 0.0152

**Generalized mixed effects model with matching covariates adjustment**

The mixed effects model merely improves on the logistic regression model by ensuring that any clustering effects are reflected in the estimates.

library(lme4)

summary(glmer(y ~ rx + age + male + bmi + (1|cid), data= dd,

family = "binomial"))$coef["rx",]

## Estimate Std. Error z value Pr(>|z|)

## 0.4030 0.1586 2.5409 0.0111

**Comparing the analytic approaches**

To compare the methods, I generated 1000 data sets under each scenario. As I mentioned, I wanted to conduct the comparison under two scenarios. The first when there is no intervention effect, and the second with an effect (I will use the effect size used to generate the first data set.

I’ll start with no intervention effect. In this case, the outcome definition sets the true parameter of rx to 0.

defr <- defDataAdd(varname = "y",

formula = "-1 + 0.08\*bmi - 0.3\*male - 0.08\*age + 0\*rx + ceffect",

dist = "binary", link = "logit")

Using the updated definition, I generate 1000 datasets, and for each one, I apply the five analytic approaches. The results from each iteration are stored in a large list. (The code for the iterative process is shown in the addendum below.) As an example, here are the contents from the 711th iteration:

res[[711]]

## $clr

## coef exp(coef) se(coef) z Pr(>|z|)

## rx -0.0263 0.974 0.162 -0.162 0.871

##

## $glm

## Estimate Std. Error z value Pr(>|z|)

## (Intercept) -0.6583 0.1247 -5.279 1.30e-07

## rx -0.0309 0.1565 -0.198 8.43e-01

## age -0.0670 0.0149 -4.495 6.96e-06

## male -0.5131 0.1647 -3.115 1.84e-03

## bmi 0.1308 0.0411 3.184 1.45e-03

##

## $glmer

## Estimate Std. Error z value Pr(>|z|)

## (Intercept) -0.7373 0.1888 -3.91 9.42e-05

## rx -0.0340 0.1617 -0.21 8.33e-01

## age -0.0721 0.0156 -4.61 4.05e-06

## male -0.4896 0.1710 -2.86 4.20e-03

## bmi 0.1366 0.0432 3.16 1.58e-03

##

## $mcnemar

##

## McNemar's Chi-squared test with continuity correction

##

## data: dmat

## McNemar's chi-squared = 0.007, df = 1, p-value = 0.9

##

##

## $durk

##

## Durkalski's Chi-square test

##

## data: a, b, c, d

## chi-square = 0.1, df = 1, p-value = 0.7

**Summary statistics**

To compare the five methods, I am first looking at the proportion of iterations where the p-value is less then 0.05, in which case we would reject the the null hypothesis. (In the case where the null is true, the proportion is the Type 1 error rate; when there is truly an effect, then the proportion is the power.) I am less interested in the hypothesis test than the bias and standard errors, but the first two methods only provide a p-value, so that is all we can assess them on.

Next, I calculate the bias, which is the average effect estimate minus the true effect. And finally, I evaluate the standard errors by looking at the estimated standard error as well as the observed standard error (which is the standard deviation of the point estimates).

pval <- data.frame(

mcnm = mean(sapply(res, function(x) x$mcnemar$p.value <= 0.05)),

durk = mean(sapply(res, function(x) x$durk$p.value <= 0.05)),

clr =mean(sapply(res, function(x) x$clr["rx","Pr(>|z|)"] <= 0.05)),

glm = mean(sapply(res, function(x) x$glm["rx","Pr(>|z|)"] <= 0.05)),

glmer = mean(sapply(res, function(x) x$glmer["rx","Pr(>|z|)"] <= 0.05))

)

bias <- data.frame(

clr = mean(sapply(res, function(x) x$clr["rx", "coef"])),

glm = mean(sapply(res, function(x) x$glm["rx", "Estimate"])),

glmer = mean(sapply(res, function(x) x$glmer["rx", "Estimate"]))

)

se <- data.frame(

clr = mean(sapply(res, function(x) x$clr["rx", "se(coef)"])),

glm = mean(sapply(res, function(x) x$glm["rx", "Std. Error"])),

glmer = mean(sapply(res, function(x) x$glmer["rx", "Std. Error"]))

)

[obs.se](http://obs.se) <- data.frame(

clr = sd(sapply(res, function(x) x$clr["rx", "coef"])),

glm = sd(sapply(res, function(x) x$glm["rx", "Estimate"])),

glmer = sd(sapply(res, function(x) x$glmer["rx", "Estimate"]))

)

sumstat <- round(plyr::rbind.fill(pval, bias, se, [obs.se](http://obs.se)), 3)

rownames(sumstat) <- c("prop.rejected", "bias", "se.est", "se.obs")

sumstat

## mcnm durk clr glm glmer

## prop.rejected 0.035 0.048 0.043 0.038 0.044

## bias NA NA 0.006 0.005 0.005

## se.est NA NA 0.167 0.161 0.167

## se.obs NA NA 0.164 0.153 0.164

In this first case, where the true underlying effect size is 0, the Type 1 error rate should be 0.05. The Durkalski test, the conditional logistical regression, and the mixed effects model are below that level but closer than the other two methods. All three models provide unbiased point estimates, but the standard logistic regression (glm) underestimates the standard errors. The results from the conditional logistic regression and the mixed effects model are quite close across the board.

Here are the summary statistics for a data set with an intervention effect of 0.45. The results are consistent with the “no effect” simulations, except that the standard linear regression model exhibits some bias. In reality, this is not necessarily bias, but a different estimand. The model that ignores clustering is a marginal model (with respect to the site), whereas the conditional logistic regression and mixed effects models are conditional on the site. We are interested in the conditional effect here, so that argues for the conditional models.

The conditional logistic regression and the mixed effects model yielded similar estimates, though the mixed effects model had slightly higher power, which is the reason I opted to use this approach at the end of the day.

## mcnm durk clr glm glmer

## prop.rejected 0.766 0.731 0.784 0.766 0.796

## bias NA NA 0.000 -0.033 -0.001

## se.est NA NA 0.164 0.156 0.162

## se.obs NA NA 0.165 0.152 0.162

In this last case, the true underlying data generating process still includes an intervention effect but *no clustering*. In this scenario, all of the analytic yield similar estimates. However, since there is no guarantee that clustering is not a factor, the mixed effects model will still be the preferred approach.

## mcnm durk clr glm glmer

## prop.rejected 0.802 0.774 0.825 0.828 0.830

## bias NA NA -0.003 -0.002 -0.001

## se.est NA NA 0.159 0.158 0.158

## se.obs NA NA 0.151 0.150 0.150
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**Addendum: multiple datasets and model estimates**

gen <- function(nclust, m) {

dc <- genData(nclust, defc)

di <- genCluster(dc, "cid", m, "id")

di <- addColumns(defi, di)

dr <- rbindlist(mclapply(1:nrow(dc), function(x) dmatch(di[cid == x])))

dr <- addColumns(defr, dr)

dr[]

}

iterate <- function(ncluster, m) {

dd <- gen(ncluster, m)

clrfit <- summary(clogit(y ~ rx + strata(pair), data = dd))$coef

glmfit <- summary(glm(y~rx + age + male + bmi, data = dd,

family = binomial))$coef

mefit <- summary(glmer(y~rx + age + male + bmi + (1|cid), data= dd,

family = binomial))$coef

## McNemar

ddc <- dcast(dd, pair ~ rx, value.var = "y")

dmat <- ddc[, .N, keyby = .(`0`,`1`)][, matrix(N, 2, 2, byrow = T)]

mc <- mcnemar.test(dmat)

# Clustered McNemar

ddc <- dcast(dd, cid + pair ~ rx, value.var = "y")

ddc[, ypair := 2\*`0` + 1\*`1`]

dvec <- ddc[, .N, keyby=.(cid, ypair)]

allpossible <- data.table(expand.grid(1:20, 0:3))

setnames(allpossible, c("cid","ypair"))

setkey(dvec, cid, ypair)

setkey(allpossible, cid, ypair)

dvec <- dvec[allpossible]

dvec[[is.na](http://is.na)(N), N := 0]

a <- dvec[ypair == 0, N]

b <- dvec[ypair == 1, N]

c <- dvec[ypair == 2, N]

d <- dvec[ypair == 3, N]

durk <- clust.bin.pair(a, b, c, d, method = "durkalski")

list(clr = clrfit, glm = glmfit, glmer = mefit,

mcnemar = mc, durk = durk)

}

res <- mclapply(1:1000, function(x) iterate(20, 60))

**Code to generate figure**

library(ggmosaic)

dpair <- dcast(dd, pair ~ rx, value.var = "y")

dpair[, control := factor(`0`, levels = c(1,0),

labels = c("success", "no success"))]

dpair[, rx := factor(`1`, levels = c(0, 1),

labels = c("no success", "success"))]

p <- ggplot(data = dpair) +

geom\_mosaic(aes(x = product(control, rx)))

pdata <- data.table(ggplot\_build(p)$data[[1]])

pdata[, mcnemar := factor(c("diff","same","same", "diff"))]

textloc <- pdata[c(1,4), .(x=(xmin + xmax)/2, y=(ymin + ymax)/2)]

ggplot(data = pdata) +

geom\_rect(aes(xmin=xmin, xmax=xmax, ymin=ymin, ymax=ymax,

fill = mcnemar)) +

geom\_label(data = pdata,

aes(x = (xmin+xmax)/2, y = (ymin+ymax)/2, label=.wt),

size = 3.2) +

scale\_x\_continuous(position = "top",

breaks = textloc$x,

labels = c("no success", "success"),

name = "intervention",

expand = c(0,0)) +

scale\_y\_continuous(breaks = textloc$y,

labels = c("success", "no success"),

name = "control",

expand = c(0,0)) +

scale\_fill\_manual(values = c("#6b5dd5", "grey80")) +

theme(panel.grid = element\_blank(),

legend.position = "none",

axis.ticks = element\_blank(),

axis.text.x = element\_text(angle = 0, hjust = 0.5),

axis.text.y = element\_text(angle = 90, hjust = 0.5)

)